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Ann Bäckströma,�, Juha Antikainenb, Tobias Backersc, Xiating Fengd, Lanru Jinge,
Akira Kobayashif, Tomofumi Koyamae, Pengzhi Pand, Mikael Rinneg,

Baotang Sheng, John A. Hudsonh

aRoyal Institute of Technology, Stockholm, Sweden, and Berg Bygg Konsult AB, Ankdammsgatan 20, 17143 Solna, Stockholm, Sweden
bHelsinki University of Technology, Finland

cGeoFrames GmbH, Germany
dState Key Laboratory of Geomechanics and Geotechnical Engineering, Institute of Rock and Soil Mechanics, Chinese Academy of Sciences, China

eRoyal Institute of Technology, Stockholm, Sweden
fKyoto University, Japan
gFracom Ltd., Finland

hRock Engineering Consultants and Imperial College, UK

Received 13 March 2007; received in revised form 26 November 2007; accepted 2 December 2007

Available online 28 January 2008
Abstract

It is important for rock engineering design to be able to validate numerical simulations, i.e. to check that they adequately represent the

rock reality. In this paper, the capability and validity of four numerical models is assessed through the simulation of an apparently simple

case: the complete process of microstructural breakdown during the uniaxial compressive failure of intact crystalline rock. In addition to

comparing the capabilities of the four models, the results generated by each model were compared with the experimentally determined

complete stress–strain curves for the Swedish Ävrö granite for different porewater conditions. In this way, it has been possible to audit

the models’ adequacy for this particular simulation task. It was found that although the models had common features, they were each

idiosyncratically different and required considerable expertise to match the actual stress–strain curves (which did not monotonically

increase in axial strain)—indicating that, for more complex simulations, both adequate modelling and appropriate validation are

not going to be an easy task. The work was conducted within the framework of the international 2004–2007 DEmonstration

of COupled models and their VALidation against EXperiments with emphasis on Thermo Hydro Mechanic and Chemical aspects

(DECOVALEX-THMC) phase on coupled modelling extended to include chemical effects and with application to the excavation

damaged zone (EDZ) in crystalline rock.

r 2008 Elsevier Ltd. All rights reserved.
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1. Introduction

1.1. Numerical modelling versus reality and the purpose of

this paper

The rock engineer designing a structure to be supported
by or contained within a rock mass must have a predictive
e front matter r 2008 Elsevier Ltd. All rights reserved.
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ability in order to be able to estimate the likely conse-
quences of constructing the structure to any particular
design; this predictive capability is usually provided by
some form of model. Over recent decades, numerical
models have gradually replaced the use of analytical
solutions and physical models as the main support for
rock engineering design. Numerical models have many
advantages, including the current ability to incorporate
all the idiosyncratic discontinuous, inhomogeneous, aniso-
tropic and non-elastic (DIANE) features of real rock
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masses [1] and to provide solutions and associated
sensitivity analyses quickly and reliably. However, despite
the rapid growth of these numerical modelling capabilities,
there has been no commensurate growth in methods of
checking the consistency, validity and appropriateness of
the numerical modelling methods and solutions, i.e. no
internationally recognized auditing process is available to
ensure that the modelling does indeed represent the rock
reality.

The objective of this paper is to report on a programme
of work in which the most fundamental mechanical
behaviour of rock, the structural collapse of a granite rock
sample in uniaxial compression, was studied both experi-
mentally in the laboratory and via four different numerical
modelling approaches. The emphasis was put on the
reproduction of the Class II behaviour of the rock type,
Ävrö granite, used in these experiments. The Ävrö granite
from the Äspö Hard Rock Laboratory in Sweden is
extremely brittle—which provided an extra challenge for
both laboratory experiment and numerical modelling. The
numerical modelling results from four different modelling
groups using different approaches were compared with
each other and with the laboratory test results. Note that
the four approaches were pre-defined because they were
part of the DEmonstration of COupled models and their
VALidation against EXperiments with emphasis on
Thermo Hydro Mechanic and Chemical aspects (DECO-
VALEX-THMC) [2].

In this way, the common and special features of the
different modelling techniques could be established,
together with an assessment of the advantages and
disadvantages of the different modelling techniques, plus
the validity of the modelling techniques. This approach to
the validation subject was used because it is appropriate to
Fig. 1. (a) The uniaxial compression test on rock and (b) complete stress–strai
begin with the most basic mechanical behaviour. Wawersik
[3] recommended that to limit the complexity of the system
initially employed for the validation of modelling, labora-
tory scale tests are recommended. Although it must be
born in mind that when it comes to natural material like
rock the microscopic inhomogeneities in the material
increase the variation of the laboratory test results and
predictions of the behaviour of the material are compro-
mised compared to investigation on man-made materials.

1.2. The uniaxial compression test and the complete

stress–strain curve

Accordingly, this paper reports on the results of an
exercise to model the uniaxial compressive failure of intact
rock with and without saline porewater using different
numerical models and to assess the results both through
inter-comparison of the results from the different models
and by direct comparison with experimental results.
In his pioneering work and using a stiff testing machine,

Wawersik [4] obtained a series of complete stress–strain
curves for different rock types (Fig. 1). The complete curve
is important because in some rock engineering applica-
tions, and as opposed to the design of conventional civil
engineering buildings, parts of the rock mass can have
entered the failure region due to the stress situation and
accumulated damage, i.e. the stress–strain region beyond
the peak stress. It is necessary to understand this
stress–strain behaviour before and after the peak stress
and subsequently test the hypothesis by reproducing it with
a model for a complete understanding of rock failure.
Moreover, Wawersik identified two fundamental modes

of stress–strain behaviour in uniaxial compression: Class I
and Class II, as illustrated in Fig. 1. A Class I complete
n curves obtained in [2], where Class I and Class II behaviour is indicated.
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Fig. 2. The different stages of development of the EDZ during the lifetime

of the repository.
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stress–strain curve monotonically increases in axial strain;
a Class II complete stress–strain curve does not mono-
tonically increase in axial strain. Note that from the nature
of the curves displaying the different behaviour indicated in
Fig. 1(b), neither curve can be obtained by programming a
linear increase in axial stress (because the curves do not
monotonically increase in axial stress) and a Class II curve
cannot be obtained by programming a linear increase in
axial strain (because the Class II curve does not mono-
tonically increase in axial strain).

The keys to understanding the Class II curve are that
(a) the curve represents the structural breakdown of
a rock specimen, (b) after the peak, the curve is a locus
of the rock failure condition, and (c) at the peak stress and
some of the following post-peak stress levels, the rock
specimen contains more strain energy than is required to
continue the failure process, and so energy has to be
withdrawn.

Thus, if a constant stress increase or a constant axial
strain increase is programmed for the test when the rock
behaviour is Class II, the result will be uncontrolled
collapse. To be able to describe the Class II post-peak
behaviour energy must be extracted from the rock to
prevent its violent collapse [5]. For example, in the lateral
strain control situation, the lateral displacement mono-
tonically increases but the axial displacement reverses, so
programming the rate of the lateral strain as the control
mode prevents abrupt failure and allows the complete
stress–strain curve to be obtained.

1.3. The overall context of the modelling work

Despite the value of numerical simulations and their
considerable appeal through their ability to incorporate the
rock’s DIANE characteristics, the auditing issue should be
borne in mind. Rock engineers concerned with whether
models correctly simulate the rock reality have to ask
questions such as the following. How does one obtain the
correct input parameters to model a specific rock type? If
different numerical models are used, will the same resulting
stress–strain curve be obtained from the different ap-
proaches? Can the code model Class II behaviour? Can the
numerical model be validated? In other words, is there
some method of checking whether the model output is the
same as the real rock response?

This paper reports on the results of an exercise to model
the uniaxial compressive failure of intact rock with and
without saline porewater, using different numerical models
and to assess the results both through inter-comparison of
the results from the different models and by direct
comparison with experimental results. The study reported
here was conducted within the context of improving
understanding of the evolution of the excavation damage
zone (EDZ). Depending on the excavation method the
extent of the EDZ will be different [6,7]. Due to the
inherent nature of blasting and its incremental progress,
this excavation method generally produces a larger EDZ
than when a tunnel boring machine is used with its
relatively gentler penetration of the rock mass [6,8,9].
The development of the EDZ was divided into three

stages in the overall study, as shown in Fig. 2. Stage 1 is the
initial construction, which alters the mechanical, hydro-
logical and chemical circumstances. Stage 2 is a period
when the excavation is left open, when drying of the rock
occurs, water flows through the rock fractures, and there
can be chemical changes. Stage 3 is the period following the
emplacement of the canisters and backfill, after which the
temperature increases, and equilibrium is re-established
over a long-time period.
The work reported in this paper concerns Stage 1 and the

numerical modelling the potential failure of the intact rock
induced by the secondary stresses located at the periphery
of the excavation. Four different modelling programmes
were used by four different modelling groups, and
compared to experimental uniaxial compressive tests on
granite specimens. Thus, the study concerns the under-
standing and characterization of the complete failure
process of intact rock in uniaxial compression using
different numerical models, physical testing with chemical
effects and co-ordination of the results. In the experimental
tests to obtain the complete stress–strain curve for intact
rock samples in uniaxial compression, the influence of the
hydro-chemical environment (with emphasis on saline
porewater) was also investigated. The capabilities and
results of the numerical modelling using different codes are
compared to each other and the physical test results in
order to evaluate the benefits and drawbacks of the
different approaches.

2. Laboratory testing and results for the Ävrö granite

A series of laboratory tests was performed to obtain the
complete stress–strain curves and to address the chemical
and time-dependent influences on the mechanical strength
of a crystalline intact rock. The tests were all conducted on
Ävrö granite from the Äspö Hard Rock Laboratory
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Fig. 3. (a) Sectioned specimen (126� 51mm) impregnated with fluor-

escent epoxy photographed before testing under UV lighting. (b) Enlarged

portion of the specimen (size 44� 33mm), an mm scale can be seen to the

left in the image. The fracture pattern is enhanced through image analysis.

Arrows show location of pre-existing fractures.

Fig. 4. Class II stress–strain curve for the specimen sections shown in

Fig. 5. Note that the Ävrö granite is ultra-brittle, this being an extreme

example of Class II behaviour.
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(ÄHRL) in Sweden. From the modal analysis made on five
of the specimens, they are mainly composed of feldspar,
quartz and mica in the following percentages, 66%, 25%
and 6%, respectively [10].

2.1. Uniaxial compressive test on Ävrö granite

In the first set, uniaxial compression tests were per-
formed for different hydro-chemical influences with differ-
ent salinity and saturation porewater environments [11].
The 20 specimens were divided into four groups with five
specimens in each group. The first group was composed of
specimens that had been dried and the rest of the samples
were saturated with fluids having different salinities. Group
2 specimens were saturated with distilled water, according
to the ISRM Suggested Method [12]; whereas, the speci-
mens in the two last groups were saturated with waters
having a salinity of 0.68% (denoted ‘formation water’)
and 10% (denoted ‘saline water’). Most of the specimens
were saturated for 90 days, but two of the specimens
saturated with distilled water and three of the specimens
saturated with formation water had a saturation time of
only 40 days.

The uniaxial compressive tests were performed using a
servo-controlled testing machine having a maximum
loading capacity of 1.5 MN. As described in Section 1.2,
a special technique was required to obtain the Class II
behaviour exhibited by the Ävrö granite and the initial
control programme was set to a radial strain rate of
0.025%/min until well beyond the peak strength. This rate
was increased to 0.04%/min after about 20min when the
specimen behaviour had reached well into the post-peak
region. The tests were carried out to the post-peak regime
in order to study the mechanical behaviour of the rock
during the cracking process.

From photographs of the Ävrö granite (Fig. 3), taken
prior to the compressive test, it can be seen that the
specimens in this study have a set of ‘sub-lateral’ pre-
existing cracks.

The pre-existing fracturing shown in Fig. 3(b) (the white
lines) has been caused by an earlier stress field. It is unlikely
that this pre-existing fracturing has been induced by the
coring process—because of the orientational uniformity of
the fracturing across the specimen. However, the induced
fractures caused by the uniaxial compression testing
interact with the pre-existing fractures. In Fig. 4, the
completion of the stress–stain curve is shown. When this
stage was reached, the sample was sectioned, vacuum
impregnated with fluorescent epoxy and photographed to
illustrate the fracturing shown in Fig. 5(a).

In the two photographs in Figs. 5(b) and (c), the pre-
existing fracturing is represented by the sub-lateral cracks
and the fracturing induced by testing is represented by the
sub-axial cracks—with both types of fracturing occurring
in the lighter coloured minerals, the feldspar and quartz.
Although there is evidence of some interaction between the
two sets of cracks (the pre-existing cracks have acted either
as initiators or inhibitors of the induced cracks), no
difference in the fracture interaction between the samples
with different porewater composition has been identified.
As indicated by Fig. 6(a), the Ävrö granite was found to

be extremely brittle, i.e. the descending portion of the
complete stress–strain curve is close to the ascending
portion, indicating that relatively little energy is required to
continue the failure process. This is also reflected in the
irregularity of the radial strain curves as the machine
corrects for the individual rock failure events. On studying
the individual curves, it was found that the post-peak
behaviour, which follows Class II-type behaviour in all the
specimens tested, was also affected by the fluid composi-
tion, as evidenced by the slopes of the post-failure loci. The
general trend is that the slopes of the failure loci for several
of the samples subjected to saline water have a higher
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Fig. 5. (a) Sectioned specimen (126� 51mm) about halfway down the post-peak portion of the complete stress–strain curve (140MPa) shown in Fig. 4.

Specimen impregnated with fluorescent epoxy photographed after testing under UV lighting. (b) Enlarged portions of the upper white rectangles in (a). (c)

Enlarged portions of the lower white rectangles in (a). Millimetre scales are shown to the left of each picture. The white cracks orientated across the page

(indicated by arrows) are pre-existing cracks; the white cracks orientated down the page are those induced by the compressive loading in the laboratory.
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positive slope than those for the specimens from the other
groups (Table 1). The results indicate that a saline solution
causes the rock specimens to be less brittle, i.e. tending
towards Class I behaviour although is should be kept in
mind that the number of samples are quite small and that
there is a range for the results (Table 1).

The results from these tests, with the trends for
unconfined compressive strength (UCS) and post-peak loci
illustrated in Fig. 6(b) and the results presented in Table 1
show that the saturated specimens have a decrease in both
elastic modulus and UCS compared to the dry specimens.
A similar decrease of the UCS for these conditions has also
been seen in many other studies [14–18]. Moreover, it can
be seen that specimens saturated with saline solution
exhibit a larger decrease in elastic properties than the
specimens saturated with distilled water (Fig. 6(b)) when
compared to the dry samples. The UCS of the specimens
saturated with 0.68% or 10% saline solution are on
average about 17% lower than the UCS of the dry samples.
The salinity reduces the modulus and strength as to
distilled water might be an indication of the effect of the
salt at the crack tips affecting the crack tip surface energy
and hence the stress required for crack propagation [11].

2.2. Strain-rate stepping test of Ävrö granite

Further physical testing in this campaign was related to
time dependency of the mechanical behaviour of the
specimens, bearing in mind the recommendations mainly
from the ISRM suggested methods: ISRM SMs [12,19,20]
which are related to the testing and saturation of the
individual tests as presented here. Following the first set of
results as just described, a second set of specimens was also
subjected to uniaxial compression testing and the satura-
tion recommendations of the standards were followed, but
here the acoustic emission was also monitored during the
structural breakdown of the samples. Some specimens were
subjected to triaxial testing and indirect tensile tests
(Brazilian tests) and some to study time dependency using
‘strain-rate stepping’ tests (controlled by constant axial
displacement rate before the peak). These tests are
described in [2].
During this second set of tests, a servo-controlled MTS

815 Rock Mechanics Testing System was used. As the
results from the triaxial test are used to constrain the
strain-rate stepping test the specimens for the triaxial and
strain-rate stepping test were selected as close to each other
as possible in order to minimize the heterogeneity between
the specimens.
The strain-rate stepping tests were initiated at a

confining stress of 7MPa and 60% of the peak strength
obtained from the triaxial testing. The peak differential
stress value sDpo, inelastic strain rate o at peak stress and
the critical inelastic strain (strain at fault nucleation or the
non-linear component of total strain) en are interpreted
from the triaxial test results and utilized as reference values
in the strain-rate stepping test. During the tests, the axial
strain rates were varied from 10% to 0.1% of the strain
rates from the triaxial tests, resulting in a stepwise stress
increase. The apparent time-to-failure is estimated as the
ratio between the critical inelastic strain from the triaxial
tests, and the inelastic strain rate from the strain-rate
stepping results at selected values of differential stress. As
an example of results from these tests of the Ävrö granite,
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Fig. 6. (a) Class II stress–strain curves for three individual specimens

subjected to the separate conditions of dry, distilled and saline water

following 90 days immersion each. (b) Mean Young’s modulus and UCS

of the specimens for the same four saturation conditions. (The Young’s

moduli values are hollow diamonds with the axis shown on the left and the

UCS values are the filled squares with the axis shown on the right).

Table 1

Mechanical properties of the specimens as tested for different chemical

conditions (after 90 days immersion)

Specimen

group

Young’s

modulus (E)

(GPa)

UCS (MPa) +ve slope of

the Class II

post failure

locus (GPa)

Dry

Min 70.4 273.9 87

Mean 71.6 302.3 95

Max 72.7 335.8 111

Distilled

Min 67.5 249.4 85

Mean 68.5 270.5 101

Max 69.4 287.4 111

Formation

Min 66.1 232.8 84

Mean 66.6 248.5 97

Max 67.2 264.2 115

Saline

Min 65.1 220.4 82

Mean 66.8 249.4 141

Max 67.8 277.0 209
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one tested pair indicated that the time-to-failure increase
from about 60 s at 265MPa to about 20 days at 200MPa
and to 150 years at 150MPa, these results are extrapolated
from a 22 h test.

2.3. Fracture toughness tests on Ävrö granite

The third set of specimens was used to provide input
information for one of the numerical modelling methods
(FRACOD, described below). This involved the develop-
ment of a new method to determine parameters describing
sub-critical crack growth under tensile and shear stresses
[2]. The parameters needed for the description of the sub-
critical crack growth of intact rock are, inter alia, the
constant (A) and the sub-critical crack growth index (n).
These parameters are derived from the power law equation
describing the velocity of the sub-critical crack growth by
stress corrosion, described by [21]

v ¼ AKn, (1)

where A is a constant, K is the stress intensity factor and n

is the sub-critical crack growth index (or stress corrosion
index). The stress corrosion index is a measure of the
susceptibility of the material to stress corrosion cracking
when subjected to a certain environment defined in the test
(in this case distilled water during ambient temperature).
To obtain the sub-critical fracture parameters needed for

the numerical modelling, both testing for Mode I (tensile)
fracture toughness from the Chevron Bend test [22] and
Mode II (shear) fracture toughness from the punch-
through shear tests (PTS test) were performed [23,24].
The PTS test, together with the Weibull statistical method
[25], was used to obtain the time-dependent behaviour
from Mode II fractures and to calculate the Mode II
fracture toughness.
To obtain all the parameters needed to assess the

behaviour, two sets of tests on the same population are
needed, similar to the strain-rate stepping tests in the
second set of tests. In order to determine the Weibull
distribution parameters, a series of rapid loading tests was
performed, after which a series of constant loading tests on
extra specimens of similar volume was made. All samples
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Fig. 7. Crack velocity (v) versus stress intensity factor (K) plot for Modes I

and II sub-critical crack growth (data from [2]).

Table 2

Results from the Modes I and II loading tests (notched three-point

bending test and punch-through shear test), fracture toughnesses KIC and

KIIC and stress corrosion index (n) for samples of Ävrö granite saturated

with de-ionised water, from [2]

Parameters

KIC (MPam1/2) 2.7

KIIC (MPam1/2) 4.5

n(tensile) 48

n(shear) 94
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tested were saturated with de-ionized water at ambient
temperature and pressure conditions; the experiments were
carried out in a stiff servo-controlled MTS loading
machine with a force capacity of 4600 kN, with high
accuracy load cells in the ranges 0–25 and 0–1000 kN being
used.

The parameters reported from these tests are: the Mode I
and Mode II fracture toughness (KIC and KIIC) and the
stress corrosion index for both tensile and shear fractures
(Table 2). From the resulting plot of crack velocity and
stress intensity factor data for Mode I and Mode II loading
conditions, shown in Fig. 7, it can be seen that a lower
stress intensity is needed for Mode I compared to Mode II
loading to achieve the same fracture propagation.

The fracture toughness for specimens saturated with de-
ionized water is 12% lower than the fracture toughness for
dry samples of the same rock type from an earlier testing
campaign [23]. This shows similarity to the results found in
the uniaxial compression tests for dry conditions and
saturated conditions as reported earlier in this paper as well
as the results from [26].

3. The four numerical methods used to simulate rock failure

in uniaxial compression

Several numerical approaches have been developed to
simulate the degradation and failure of intact rock. In this
study, representatives of both continuum- and disconti-
nuum-based modelling tools are presented. The continuum
approach is based on the application of fundamental
models such as the elasto-plastic/elasto-viscoplastic models
(e.g. [27]) and damage mechanics models (e.g. [28]). When
these models are applied to large deformations and failure,
a number of parameters are required that are difficult to
measure directly through physical testing. This causes a
special approach when simulating discontinuities with a
continuum-based model [29]. The discontinuum-based
models usually incorporate more direct and hence simpli-
fied assumptions based on the constitutive behaviour of the
rock matrix and fractures. They can be developed from
empirical observations of the behaviour of rocks (like
FRACOD with pre-existing cracks) or via particle
mechanics (such as the Particle Flow Code (PFC) involving
a series of discrete elements).
In both approaches, several parameters relating to the

microscopic mechanical behaviour of the rock are needed
and it is impossible to measure these today with physical
test methods. For example, it is not practically possible to
determine the crack length and orientation of the most
critical crack from a rock specimen (used as input into
FRACOD). The smaller the crack, the higher is the stress
needed to trigger fracture propagation. In FRACOD, the
assumption of the size of an initiated crack is equivalent to
that of the largest flaw expected in the material, whereas, in
the PFC a representation of the rock at grain scale can be
produced and the central finite difference method, as
applied in the distinct element method (DEM), is used to
calculate the movement and interaction of each particle.
This method can mimic a cemented granular material from
which the damage process can be observed.
The four numerical modelling techniques used for the

simulations were (a) the elasto-plastic cellular automaton
(EPCA); (b) the particle mechanics approach—the PFC;
(c) the displacement discontinuity method (DDM)—the
FRACOD code; and (d) the finite element method
(FEM)—the damage expansion model. In the following
sections, we describe each of these in turn and we highlight
the associated simulation results.

3.1. The elasto-plastic cellular automaton (EPCA)

simulation

This model simulates the rock behaviour in 2-D. The
rock specimen is divided into a system of cell elements and,
to describe the heterogeneity of the rock matrix, the
mechanical properties for each element, such as Poisson’s
ratio, Young’s modulus cohesive strength, etc., are
distributed by characterising them with the Weibull
probability density function [25]. To describe the hetero-
geneity of the material, a homogeneity index (m) is used.
In the EPCA method, three control methods can be

considered, i.e. stress loading, constant strain rate and the
linear combination of stress and strain. To control the
loading process for Class II behaviour during uniaxial
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Table 3

Mechanical and loading parameters for the EPCA simulation of the

physical tests

Parameters Value and

unit

Parameters Value and

unit

Young’s modulus 68GPa Residual coefficient 0.1

Poisson’s ratio 0.3 CA iterative

precision

1e�7

Compressive

strength

234MPa Softening coefficient 0.05

Tolerance 1% Random seed 10 and 15

Homogeneity index 6.0 C 3.9e�5

E/E0 0.5

Fig. 8. (a) Illustration of the fracture development from the EPCA

simulation of the saline experiment with two different elemental seeds: (i)

seed ¼ 10 and (ii) seed ¼ 15. (b) The resulting complete stress–strain

curves for the simulation with different seeds of the uniaxial compression

of samples subjected to a saline fluid.
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compression, a linear combination of stress and strain was
used for the control programme as developed by Okubo
and Nishimatsu [30] and further described in [31].

This linear combination of stress and strain can be
expressed as

��
s
E0
¼ Ct, (2)

where s is the stress, e is the strain, and the E0 and C are a
fixed chosen modulus value and the loading rate, respec-
tively, t being time.

In each loading step, the cell state is updated according
to the cellular automaton updating rule [32]. The cell
elements follow the elasto-plastic loading and unloading
rule [32,33]. This is a function of the softening coefficient
(a), which determines whether the stress–strain curve will
follow the monotonic strain case (Class I behaviour) or the
non-monotonic strain case (Class II behaviour), following
the equation

0oap1� b, (3)

where b is the residual strength coefficient of the yield
surface at each step. For the non-monotonic strain
case, a=1�b; whereas 0oao1�b for the monotonic
strain case.

At each step, the updated stresses are substituted into the
failure criterion, such as the Mohr–Coulomb or Druck-
er–Prager criteria, to verify whether the strength criterion is
met or not and hence if yielding of the cell element will
occur. If the cell element yields, it follows a corresponding
plastic strain according to the elasto-brittle-plastic consti-
tutive theory [34–36]; otherwise, the external force is
increased further. The stress and deformation distribution
throughout the specimen model are then adjusted after
each rupture to reach the equilibrium stage.

To simulate the behaviour of the Ävrö granite, speci-
mens subjected to a saline solution during a uniaxial
compression test, the test was simplified as a plane stress
model and a vertical section was considered. Due to the
Class II behaviour of Ävrö granite under uniaxial
compression, the linear combination of stress and strain
was used as the loading control method in the model. The
mechanical parameters considered as identified from
the laboratory test, are presented in Table 3. The
model-specific parameters are: homogeneity index m ¼ 6;
the E/E0 as 0.5 (where E is the modulus and E0 is a
fixed modulus derived from the linear combination of
stress and strain), and the random elemental seeds of 10
and 15 were used. The Drucker–Prager criterion was
used as the yield criterion and the test was simulated
with a fixed lower sample end and the upper end was
loaded according to the linear combination of stress and
strain control.
From the results (Fig. 8(a)), it can be seen that the failure

pattern is different in the two simulations with different
seed parameters but, when considering the stress–strain
response from the simulations in Fig. 8(b), then it can be
seen that the two simulations do successfully reproduce a
similar Class II behaviour. In this study, it was found that
the resulting compressive strength is more influenced by the
homogeneity index than the seed number; whereas, the
opposite applies for the failure mode of the rock.
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3.2. The Particle Flow Code (PFC)

The particle mechanics code applied is the Particle Flow
Code (PFC2D) [37–40], which simulates the mechanical
behaviour of a rock material represented as an assemblage
of many small rigid circular particles bonded together. The
movement and interaction of each particle is calculated
using the central finite difference methods as applied in the
DEM. For the models of contacts, both linear and non-
linear (Hertz) contact models with frictional sliding can be
used. The linear contact model, which was used in this
study, provides an elastic relation between the relative
displacement and contact force of particles.

In this method, the stage of back-calculation of
micromechanical parameters (such as contact stiffness
and strength at the grain boundaries) from the macro-
parameters obtained from physical laboratory measure-
ments is needed. The microparameters required are:
particle radius, stiffness of particle contacts, friction
coefficient between particles, and normal and shear
strength of bonds. These microscopic parameters are
unique for every approach as they have to be obtained
from the macroscopic mechanical parameters by a calibra-
tion of the particle model with identical boundary
conditions. This approach demands assumptions of parti-
cle size, contact model and initial particle packing
configuration. The question of particle size depends on
the scale dependency of the mechanical parameters of rock,
such as the deformability and strength. Therefore, an
investigation of the representative elementary volume
(REV) for the Ävrö granite has been made to identify the
proper particle size to use in this simulation. From this
investigation, it was found that the coefficient of variation
of mechanical properties decreases with an increase of the
model size, but increases with particle size [41]. In the PFC
code, cemented contacts are called parallel bonds. A
parallel bond uses a set of elastic springs uniformly
distributed over a rectangular cross-section lying on the
contact plane and centred at the contact point. These
springs act in parallel with the linear point-contact springs.
Table 4

Microscopic parameters of PFC2D model for selected samples

Parameters Dry_18 Saline_13 Di

Ball density (kg/m3) 2670 2670 26

Minimum ball radius (mm) 0.35 0.35 0.3

Ball size ratio 1.5 1.5 1.5

Number of balls 8898 9055 89

Ball–ball contact Young’s modulus (GPa) 70 74 85

Ball stiffness ratio 4 5 6

Young’s modulus of parallel bond (GPa) 70 74 85

Parallel bond stiffness ratio 4 5 6

Particle friction coefficient 0.5 0.5 0.5

Parallel bond normal strength, mean (MPa) 502 485 63

Parallel bond normal strength, std. dev. (MPa) 0 0 0

Parallel bond shear strength, mean (MPa) 125.5 97 10

Parallel bond shear strength, std. dev. (MPa) 0 0 0
Relative motion at the contact causes an incremental force
and moment to develop due to the parallel bond stiffness.
A microcrack can thus be initiated by overcoming the

stiffness of the bonds and hence causing breakage of the
bond. Propagation is the progressive breakage of juxta-
posed bonds.
When simulating the chemical degradation of the

physical tests, all physical UCS tests were simulated
individually. The microscopic parameters were calibrated
for each group of specimens, subject to conditions of: dry,
distilled, formation and saline hydro-chemical environ-
ment; Table 4. In this study, the uniaxial compression was
simulated as the horizontal boundaries (upper and lower
walls) moving slowly. The resulting axial stress and strain
are derived from calculated contact forces and particle
displacement. The UCS is the maximum value of axial
compressive stress at peak compression load during
simulation, which was calculated from the contact forces
between the particles in the PFC models. The PFC
approach does not use stress and strain as basic variables
as in FEM. Instead, it uses contact forces and displace-
ments/velocities of particles as basic variables, which can
be used to derive equivalent stresses, strains and their rates
as induced variables through averaging. The simulated
specimen undergoes monotonic compression with con-
trolled monotonic increase of axial strain without unload-
ing or addition of lateral strain constrains; this means that
Class II behaviour cannot be modelled by PFC in this
control mode.
When comparing the microscopic parameters calculated

from the physical testing, the variation between the
Young’s modulus for bond-to-bond strength can be a
result of the chemical effect noticed in the physical tests.
The decrease in uniaxial compressive strength observed in
the laboratory tests can be interpreted as the chemical
weakening of the contact bonds’ normal and/or shear
strengths, although, no clear trend can be discerned [42].
In the results from the simulations, Class I behaviour is

obtained because of the monotonic axial strain increase
used to control the mechanical evolution for all specimens
stilled 40_24 Distilled 90_07 Formation 40_30 Formation 90_20

70 2660 2680 2660

5 0.35 0.35 0.35

1.5 1.5 1.5

05 8891 9501 9090

73 76 79

5 4.5 6

73 76 79

5 4.5 6

0.5 0.5 0.5

0 550 567 628.5

0 0 0

5 110 126 104.5

0 0 0
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Fig. 9. Complete stress–strain curves for the simulation of the physical tests of Ävrö granite subject to different chemical porewater conditions where (left)

the letter D is for specimens under dry conditions, and F is for specimens saturated with formation water and (right) the letter D is for the specimens

saturated with distilled water and S for the specimens saturated with saline water. In the specimen coding, e.g. F 40 30, the letter refers to the water

condition, the first number refers to the number of days of saturation, and the second number refers to the specimen number [2].

Fig. 10. Fracture evolution (top) and contact force distribution (below) at: before peak (0.3% strain), at peak, and after peak (0.6% strain). The values in

parentheses are the number of the microcracks (top) and maximum contact force, MN (below) [2].
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(Fig. 9). In these simulations of the physical testing, no
clear effect on the micromechanical parameters from the
chemical damage could be discerned.

The complex degradation process in the pre- and post-peak
stress behaviour of intact rock can be simulated with the PFC
approach (seen in Fig. 10) including crack initiation, growth,
coalescence, localization and complete breakdown without
requiring continuous system re-configuration. When looking
at the predicted progressive development of microcracks and
contact force distributions for a simulation of a specimen
under dry conditions as well as a simulation of a specimen
saturated with formation water (Fig. 10), the formation of
multiple shear-band-like localized zones appear to be the
main cause of damage and failure.
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Table 5

Input data for numerical simulation of uniaxial compression tests using

FRACOD

Parameters Values and units

Intact rock

Young’s modulus 68.0GPa

Poisson’s ratio 0.24

Cohesion 31MPa

Friction angle 491

Tensile strength 14.8MPa

Crack initiation strength (for UCS) 121MPa (from AE

measurements)

Fractures

Size of newly initiated crack 3.125mm

Fracture toughness Mode I 3.21MPam1/2

Fracture toughness Mode II. No

confinement

4.6MPam1/2

New crack stiffness: Kn and Ks 26,976GPa/m

Friction angle 491

Cohesion, before and after sliding 31MPa, 0MPa

Dilation angle 51

Initial fracture aperture 10mm
Residual fracture aperture 1mm
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3.3. The displacement discontinuity method (DDM)

In the FRACOD code, based on the DDM [43],
discontinuities in the rock are simulated using DDM
elements for opposite surfaces of the discontinuity. This
2-D model can predict the fracturing processes including
fracture initiation, fracture sliding/opening and fracture
propagation. Both tensile (Mode I) and shear (Mode II)
failure are considered [44]. FRACOD considers the intact
rock as a homogenous and flawless elastic body. New
cracks are implemented in the model indicating micro-
structural processes in critical stress locations leading to
macrocrack formation.

Fractures are initiated as potential failure surfaces in the
direction perpendicular to the tensile stress where the
tensile stress reaches a pre-defined portion of the tensile
strength for the intact rock. To describe shear failure, the
cohesion and friction angle from the Mohr–Columb
criterion are used to define the potential failure plane.
When such a plane is initiated, it can either slip or open,
and its cohesion will drop to zero. FRACOD uses a
probabilistic approach to simulate fracture initiation
depending on the stress/strength ratio [2]. To describe
fracture propagation, the Griffith G-criterion is used with
the extensions suggested by Shen and Stephansson [45],
termed the F-criterion. The direction of the fracture
propagation will correspond to the direction where the
F-value is at its maximum according to

F ðyÞ ¼
GIðyÞ
GIC
þ

GIIðyÞ
GIIC

, (4)

where GIC and GIIC are the critical strain energy release
rates for Mode I and Mode II fracture propagation, GI(y)
and GII(y) are strain energy release rates due to the
potential Mode I and Mode II fracture growth of a unit
length. The F-criterion can be determined from the strain
energy release rate of Mode I and Mode II at a given
fracture tip [2].

A uniaxial compression test was simulated with
the mechanical parameters from several physical tests
where the specimens have been saturated with distilled
water [11,23,46] (Table 5). The two main parameters
used in the FRACOD model are the fracture toughness
and the crack length. They define the level of stress
at which the crack starts to propagate. The initial
crack length is determined from a numerical sensitivity
analysis under these conditions with varying crack lengths.
The initial crack length was set to 3.125mm in this
simulation.

In FRACOD, the stress and strain change can be
monitored at any point within the numerical model during
the loading–unloading process. In this simulation, the
stress was monitored at the top of the specimen. The radial
response was monitored at four locations on the vertical
boundary.

At the start of the simulation, the axial strain was
applied in each small step (0.0016%), equivalent to about a
1MPa increase in the elastic region. After the peak
strength, a reversal of the axial strain was applied to be
able to simulate the Class II behaviour when unstable
fracture propagation started. The fracture initiation level
was set to start at a stress level of 121MPa, which is the
crack initiation strength from physical tests. As seen from
the results of the simulation, the stable fracture propaga-
tion starts at a stress level of 225MPa and, at peak strength
for the rock (232MPa), unstable fracturing ensued
(Figs. 11 and 12). To simulate Class II behaviour, the
unloading was started after passing the peak strength. The
progressing failure is detected as increasing radial strain,
even if the axial strain is kept constant or even reduced (see
Fig. 12).
The reproduction of the behaviour of Ävrö granite

indicate that even at a relatively small confinement, the
tensile fracture propagation is restrained which benefits the
shear fractures for Ävrö granite, although shear failure
seems to be the dominating failure mode even under
simulated uniaxial loading.
A sensitivity analysis conducted in connection with this

study indicated that the post-peak behaviour of the rock is
strongly affected by the loading configuration, material
properties, etc. The unstable fracturing process of Class II
behaviour may also cease when a propagating fracture
reaches another.

3.4. The finite element method (FEM)—damage expansion

model

The essence of the damage model is that during
microstructural failure, the local elastic modulus is
given by the proportion of surviving elements multiplied
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Fig. 11. The simulated fracture pattern at; fracture initiation (FI), stable fracture propagation (SF), unstable fracture propagation (UF), unloading at the

peak stress, and the continuation of cracking.

Fig. 12. Simulated stress–strain curve illustrating the failure behaviour via both radial and axial strains. The situation represented by FI, SF, UF and start

unload can be seen in Fig. 11.
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by the original modulus value—a concept developed
from the earlier work of Hudson and Fairhurst [47].
This is the only 3-D simulation method in the study
and, in this continuum simulation technique, not only is
conventional damage mechanics used but, in addition,
the volume change due to damage development is
calculated.

In this method, termed the damage expansion model, the
damage is increased by the additional strain energy, but is
not changed during the unloading process. To be able to
simulate fracture growth, the damage variable D is used
(i.e. the proportion of damaged elements), which in turn is
comprised of several damage parameters [47], these
parameters describing the initial and progressive condition
of the damage are derived from test results such as axial
stress and strain, tangential strain, Young’s modulus (E0)
and Poisson’s ratio at initial loading (n0) [2]. The damage
parameters are: B0, the initial damage potential; Kv and Kd,
the proportional constant of damage potential to volu-
metric strain and damage variable; nv and nd are scaling
factors of the volumetric strain and damage variable,
respectively, and D is the damage variable; more informa-
tion of their interrelation can be found in [2,48]. Whereas
Kd and nd are related to the strength, both parameters do
not have any effect on the behaviour of volumetric strain.
When Kd is small or nd is high, the strength becomes high.
On the other hand, Kv and nv are not related to the
strength. When Kv is small or nv is large, the behaviour
becomes brittle, which induce a drastic softening and
increase of volumetric strain. By combining the four
parameters, any typical behaviour can be represented.
During simulation using this method, the Class II

behaviour described by Wawersik cannot be discerned
directly, but the behaviour can be mimicked based on
the assumption that Class II behaviour can be described
via the excess energy being used only for fracture
propagation, which makes the energy consumption a
phenomenon localized to the fracture; however this is
not exactly the same as the Class II behaviour described
by Wawersik [4], although the observed behaviour is
similar.
The chemical effect is implemented as changes in the

damage parameters derived from the results of the
laboratory tests.
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Table 6

Damage parameters derived form the laboratory tests for the three simulated cases [2]

Kd (MPa) nd Kv (MPa) nv B0 (kPa) E0 (GPa) v0

Distilled 1.2 0.5 141 0.8 225 57 0.2

Saline 1.7 0.8 106 0.95 180 60 0.23

Longer time for saturation 2.0 1.0 70 1.1 135
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The geometry of the laboratory samples was followed in
the simulation. The lower end of the specimen has roller
conditions and it is at the upper end where displacement is
initiated. The stress is obtained as the mean equivalent
nodal stress at the top boundary. The strain is calculated
symmetrically around the central lateral axis with a
distance of 50mm.

For the simulation of the chemically degraded speci-
mens, three cases were tested: the specimens subjected to
distilled water; the specimens subjected to saline water; and
a case with intensified damage. To introduce heterogeneous
energy consumption, an initial defect is pre-defined at the
top of the specimen. This is a representation of the edge
disturbance from cutting the specimen. The region is a
1mm thick part of the cylinder representing the specimen
where the initial damage parameter (D0) is set to 0.01. The
other parts of the model have no initial damage.

The damage parameters used for the case of specimens
subjected to distilled and saline water are derived from the
laboratory tests presented earlier (Table 6). The intensified
damage parameters were used in the last case to simulate a
longer time of sample immersion in saline water (Table 6).

As seen in Fig. 13, the different damage parameters
calculated from the physical tests vary. The increase in Kd

and nd did not induce a large change in peak strength,
whereas the decrease in Kv and the small increase in nv
would indicate a more brittle behaviour, sharp peak and
abrupt increase of volumetric strain. However, the strain at
the peak stress may not be changed much due to the
decrease in Kv being counteracted by the increase in Kd.
Besides, when the initial damage potential (B0) decreases,
the development of damage will occur at an early stage; this
may introduce early failure leading to lower strength [2].

The results for the three cases are shown in Fig. 13. The
decrease of the peak strength of the specimens subject to
chemical degradation (seen in the right part of Fig. 13) is
likely a result of the decrease of the initial damage potential
(B0). When comparing the post-peak behaviour of the
cases, development of damage can be seen in the inner part
of the specimen in the case of the distilled water; whereas,
the damaged area developed in the outer part of the
specimen resulting in intensified damage.

In these simulations, it can be seen that the modelling of
the specimen containing distilled water displays damage
development at the centre of the specimen; whereas, in the
simulated specimen with intensified damage parameters,
the damage is enhanced close to the edges of the specimen.
To simulate Class II behaviour, a new constitutive law
characterising unstable damage development in the post-
peak region must be established.
One of the items relating to the complete stress–strain

curve is that it was clear from these simulations that the
local stress–strain considered at different locations on the
specimen are different. However, it is the overall engineer-
ing stress–strain curve for the complete rock element that is
being considered here.

4. Realism of the model simulations and discussion

We began this paper by explaining that the overall
motivation and the specific context of the modelling and
testing programme was to evaluate the consistency and
validity of four numerical models as applied to the
simulation of the complete stress–strain curve for Ävrö
granite tested in uniaxial compression. The first approach
to the results was to summarize the capabilities of the
model and to consider their consistency. The models’
capabilities are listed in Table 7.
We have presented the experimental results and the

numerical modelling results, plus a listing of the different
models’ capabilities, and we can now address the objective
of the paper: to what extent are the numerical models
consistent and valid?
All the four modelling methods are able to reproduce

Class I behaviour where the strain monotonically increases
but it is harder to model the ‘snap-back’ Class II behaviour
where the strain does not monotonically increase. The
Ävrö granite is ultra-brittle and its behaviour in uniaxial
compression is strongly Class II. In this exercise, and for
the laboratory test conditions, the EPCA model, and the
DDM technique represented by the FRACOD model
managed to reproduce Class II behaviour. Although the
exact test conditions and results could not be faithfully
simulated, the general trends in mechanical behaviour were
apparent from the models. The Class II behaviour was not
simulated by the PFC model at this stage in its current
form, but such behaviour can be simulated by using
appropriate numerical control techniques. The damage
expansion model was able to be adapted through the
extraction of strain energy to approximate the Class II
behaviour in the uniaxial compressive test.
The discontinuous, inhomogeneous and inelastic nature

of rock material can be simulated using the EPCA model,
through the ability to incorporate initial failed elements,
the use of the homogeneity index, the random seed of the
mechanical parameters for cells and the possibility to
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Fig. 13. The results of the three FEM cases simulated, where the distribution of the damage and the axial stress are seen in (a) (with large damage and high

axial stress represented by increased grayscale) and the calculated stress–strain relations are shown to the right (b). The numbers in the two parts refer to

the situation just before the peak and just after the peak for the different cases.
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implement several different control methods. It is crucial to
identify the correct elemental yielding criterion in this
method to be able to reproduce the behaviour of rock
failure. The post-peak behaviour is controlled using the
softening coefficient.

The PFC model, based on elemental discs or spheres, is
also able to model the discontinuous, inhomogeneous and
inelastic nature of the rock through the geometrical set-up
and the interactions between the elemental particles. It
shares the disadvantage common with the EPCA and
damage models that the parameters of the numerical model
are not directly measurable by laboratory tests. However,
this modelling technique is particularly instructive in terms
of the mechanisms that it demonstrates.
The same comments apply to the damage model

approach which can be modified to incorporate a variety
of features, but the ‘sub-parameters’ used to express the
damage proportion for various conditions cannot be
measured directly via laboratory tests.
The advantage of FRACOD is that many of the

parameters can be directly measured by physical tests and
they all have physical meanings, derived directly from
linear elastic fracture mechanics (LEFM) together with
sub-critical crack growth theory. Fracture initiation, stable
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Table 7

Summary of the capabilities of the four numerical models used in this study

Parameter Models

Elasto-plastic cellular

automaton model

PFC model Finite element damage

expansion model

FRACOD—DDM model

Inhomogeneity,

rock material

and cracks

Yes, using Weibull distribution

of properties

Yes different particle sizes,

different contact bond

strengths and stiffnesses

Yes, different damage

for D, but intact part is

homogeneous

Yes, multiple intact rock

domains/presence of cracks

Type of failure

(Class I)

Yes Yes Yes Yes

Type of failure

(Class II)

Yes Not implemented, but

possible

Yes, but indirectly Yes

Chemistry Yes, via element changes Yes, via changing the

particle bonds

Yes, via intensified

damage

Yes, via changing crack

propagation velocity (Charles’

law)

Anisotropy Yes, via cell property

specification

Yes, via the particle

specification

Yes, via specification of

the elements

Yes, via crack orientations or via

directional material properties

e.g (not implemented)

Pore pressure Yes, via effective stress Yes No, but could be

implemented in the

future

Yes, via application of static

pressure in the fracture, but

uncoupled

Time dependency Yes, via changing the properties

with model steps, also can use

viscous elements

Yes Yes, but has not yet

been done

Yes, via crack propagation

velocity (Charles’ law)

Fractures Yes Yes Yes, but have to be

considered separately

Yes, several fracture properties

can be incorporated

Temperature Yes Yes Yes, but not yet Not directly

The first four completed rows represent capabilities that were used in the current modelling; the last six italicised rows represent further model capabilities.
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and unstable states of fracture, peak strength and post-
peak behaviour, including Class II behaviour, have been
successfully modelled. An important advantage of this code
is its capability to realistically model the brittle axial and
lateral strain responses during the failure process.

A change in the macroscopic mechanical properties
could be seen in the physical testing performed with
different hydro-chemical conditions for the specimens of
the crystalline rock type: Ävrö granite. The data are
unfortunately rather limited and no definite conclusions on
the distinction between chemical effects and heterogeneity
in the rock material could be made. Nevertheless, all four
research groups used their models in different ways in their
attempts to simulate the effects of the different porewaters.
It is clear that the potential is there for simulation and
associated sensitivity studies of the chemical effects: the
problem is to obtain appropriate parameters characterising
the chemical effects at the microscale for input to the
numerical models.

5. Conclusions

Testing of the Ävrö granite under servo-controlled
conditions in uniaxial compression indicated an ultra-
brittle rock type with a strong Class II behaviour in which
the strain does not monotonically increase.

Limited testing of specimens under dry conditions,
saturated with formation and saline waters, showed that
the presence of porewater affected the elastic modulus,
compressive strength, and geometry of the complete
stress–strain curve.
Four numerical models were used to simulate the

progressive structural collapse of the rock microstructure
in uniaxial compression: an EPCA code, the 2-D PFC,
FRACOD based on the DDM, and a damage expansion
model based on the FEM. All these models were useful in
characterising and illustrating the trends in mechanical
behaviour during the rock’s microstructural breakdown.
Moreover, all the models were suitable for sensitivity
studies to evaluate the influence of their respective
supporting parameters. In this context, the work has
further demonstrated the value of numerical models as a
research tool.
However, this work has also shown that there are still

large issues in failure of rock displaying Class II behaviour
under uniaxial compression tests that need to be addressed.
The different models operate on different constitutive bases
and the laboratory testing still needs to be developed to
identify the damage and failure mechanisms of the intact
Ävrö granite. The reproduction of the Class II behaviour
that was achieved by some of the models must be regarded
as a starting point for further development of the under-
standing of this phenomenon.
The modelling of rock deformation is a difficult subject

and one in which the different numerical models describing
the behaviour of the complex deformation and failure



ARTICLE IN PRESS
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process on the laboratory scale have displayed different
advantages and disadvantages. These differences indicate
that this subject is not fully understood and thus the
simulation of in situ rock mass behaviour, where a plethora
of further complications is added to the geometrical and
mechanical aspects of the problem, needs to be approached
with care.

Further work is required to consider the ways ahead in
ensuring that numerical modelling studies have the best
chance of adequately supporting engineering design. It is
currently by no means apparent that such modelling is
sufficiently realistic for all the problems they are applied to.
In particular, an auditing approach is required which
should be conducted concurrently with the modelling.
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