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Abstract An efficient computational fluid dynamics

(CFD) method for simulating the flow and convective heat

transfer process of airflow in a tunnel is required to analyze

the freezing and thawing of surrounding rock and to apply

the results to the design of the insulation layer for a tunnel

located in a cold region. Comparisons of experimental data

and CFD results using a standard k - e turbulence model, a

wall function, a thermal function and an adaptive finite

element method are presented. Comparison of the results

indicated that the proposed model and simulation method

are efficient at determining the solid–air interface heat

coefficient in a thin and infinitely wide horizontal plate and

the hydrodynamic and thermal fields in a 3-D cavity. After

demonstrating that the necessary validations are satisfied,

this paper presents an analysis of the characteristics of

airflow and air–rock heat transfer in a cold-region tunnel.

1 Introduction

Permafrost, seasonally and instantaneously frozen soil

(rock) occupies 50 % of the land on Earth. China is one of

the largest countries with large cold regions that account for

approximately 75 % of the country’s total land area. With

the increase in tunnel construction in cold regions, many

problems involving frozen soil (rock) are encountered,

These problems include freezing and thawing of rock sur-

rounding tunnels. According to statistics, some of the tun-

nels in the northwest and northeast of China cannot be used

for up to 8 or 9 months per year because of the damage

caused by freezing and thawing, and transportation is neg-

atively affected [18].

To address these problems, it is necessary to analyze the

temperature field of the rock surrounding a tunnel. To date,

research has been conducted that has focused on the tem-

perature field in cold-region tunnels [33, 34]. In addition,

because the water in the surrounding rock can have a great

influence on the temperature distribution, several hydro-

thermal (HT) and hydro-thermal-mechanical (THM) cou-

pled models have been put forward [8, 13, 14, 19]. In our

previous work, we established new governing equations for

an HT coupling model and used these equations success-

fully to analyze the effect of insulation materials on the

Galongla tunnel in the Tibet region of China [29]. How-

ever, it should be noted that none of these previous studies

addressed the influence of tunnel ventilation. The airflow in

a tunnel can significantly change the temperature of the

surrounding rock, especially for tunnels in cold regions.

This occurs because geothermal effects cause the air tem-

perature inside a tunnel to be much higher than the air

temperature outside the tunnel. When a tunnel is cut

through, and because of the action of ventilation, heat will

exchange intensively between the inside and outside of the

tunnel, and between airflow and surrounding rock. There-

fore, it is important to study the airflow in cold-region

tunnels and their air-rock heat transfer characteristics.

1.1 Approaches available for tunnel airflow studies

There are two approaches to studying the airflow in tun-

nels: experimental measurements [5, 26] and computer
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simulation [3, 6, 23, 25, 32]. Experimental measurements

are reliable but require considerable effort and time, and

typically only provide information for a few selected

locations. Therefore, the experimental approach is not

feasible as a routine design tool. A popular approach for

computational simulation is the CFD method. However,

popular models used in the CFD method to calculate tur-

bulence typically require a fast computer with a large

memory, so methods to simulate airflow have been studied

by several researchers (e.g., [2, 7, 16].

1.2 Methods for numerical simulation of turbulent

flows

Methods for numerical simulation of turbulent flows can be

divided into three types: direct numerical simulation

(DNS), large eddy simulation (LES), and the Reynolds-

averaged Navier–Stokes (RANS) method.

DNS solves the highly reliable Navier–Stokes (N–S)

equations without approximations. If this method can be

applied successfully, it can obtain the smallest error results

as well as an analytical solution, but this requires the grid

resolution to be sufficiently fine. Anderson et al. [1] esti-

mated that 105 nodes must be arranged in 1 cm2 to reflect

turbulent flow characteristics, and it is obvious that the

amount of computer storage space that is typically avail-

able at the present time is not adequate to satisfy this

demand. Thus, except for the few researchers who have

access to supercomputers for use in solving Navier–Stokes

(N–S) equations to simulate simple turbulent flow by the

DNS method, the more widespread successful application

of DNS will depend on further improvements in computer

processing speed and storage space.

According to eddy theory, turbulence is composed of

eddies of many different sizes. Large-scale eddies mainly

cause turbulence fluctuation and mixture, while small-scale

eddies affect mainstream movement through nonlinear

effects. Based on this understanding, the motion of large

eddies can be simulate using unsteady N–S equations, and

the influence of small eddies on large eddies can be con-

sidered using an approximate model. Because this

approach neglects many details of small eddies in the

computational process, and only the movements of large

eddies are simulated, the computational time and space

requirements are greatly reduced, compared to the DNS

method. The LES method has developed rapidly in recent

decades [11, 21, 28].

The RANS method solves ensemble-averaged N–S

equations using turbulence modeling. In the last two dec-

ades, many numerical model based on the RANS method

have been developed, such as the standard k - e model and

algebraic and differential Reynolds stress models [7]. The

standard k - e model was used in this study because it is

easy to program and gives reasonable results in many

applications.

1.3 Convective heat transfer coefficient (CHTC)

The CHTC is not only the key boundary condition in the

calculation of the temperature distribution of rock sur-

rounding a tunnel, but is also an important parameter in

establishing the required thickness of heat insulation

material. Wijeysundera et al. [31] determined that an error

of 15 % in the convection heat transfer coefficient will lead

to an error of approximately 15–20 % in heat flow pre-

diction. Thus, analysis of heat exchange between airflow

and surrounding rock requires knowledge of the CHTC,

which can be defined as follows:

h ¼ q

ðTs � TÞ ð1Þ

where h is the CHTC (W/m2 K), q is the convective heat

flux density (W/m2), Ts is the surface temperature of the

surrounding rock, and T is the temperature of the airflow.

For the forced convection in a tunnel, the CHTC is usually

correlated to the wind speed at a reference location. Linear or

power law correlations are usually reported. These correla-

tions can be obtained by wind tunnel experiments or full-

scale experiments [12, 22, 24]. Another option to obtain the

CHTC is to use CFD [9, 23]. The main advantages of CFD

are that high-Reynolds-number flows for atmospheric con-

ditions can be considered and, apart from the flow field,

detailed information about the thermal field can be obtained,

which is valuable for the analysis of the CHTC. Conducting

an in situ experiment in a tunnel is difficult, so in this study,

the CFD method is adopted to establish the CHTC, and the

logarithmic wall function boundary condition for turbulent

flow is used to model solid–air interfaces [17].

The purpose of this paper is to present the development

of a turbulent flow model and put forward an efficient CFD

method (see in Fig. 1) that is suitable for use in charac-

terizing the airflow in a cold-region tunnel and that can

reflect the heat exchange regularity between air and sur-

rounding rock. This paper is organized as follows. The

details of the governing equations for the numerical sim-

ulations are described in Sect. 2. Then, two different con-

figurations are analyzed. The first configuration is a

horizontal stream of air that cools a thin and infinitely wide

horizontal plate (Sect. 3). This configuration is used to

validate the accuracy of the numerical predictions of

CHTC by the CFD method, which is performed by com-

parison with an empirical formula. The second configura-

tion is a cube cavity (Sect. 4). The purpose of this section is

to validate that the proposed model and simulation method

are efficient at solving the hydrodynamic and thermal

fields. In Sect. 5, conclusions are given.
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2 Governing equations

The governing equations to be considered are the time-

averaged continuity, momentum, and energy equations.

Hence, the governing equations for the airflow region can

be written as follows.

2.1 Time-averaged continuity equation

r � ðquÞ ¼ 0 ð2Þ

where u is the velocity and q is the density, which can be

established by the ideal gas state equation.

2.2 Time-averaged momentum equation

(N–S equation)

r � ðquÞu ¼ r �
�
�pIþ ðlþ ltÞ

� ruþ ðruÞT � 2

3
ðr � uÞI

� �
� 2qk

3
I

�
þ SM ð3Þ

where p is the pressure, l is the viscosity coefficient, I is

the unit matrix, lt is the eddy viscosity coefficient, SM ¼
qX� o

ox ðl0r � uÞ; X is the body force along with coordi-

nate axis orientation and l0 is the second viscosity co-

efficient, which is usually assumed to be equal to

l0 ¼ 2
3
lðr � uÞ for gas.

2.3 Time-averaged heat transfer equation

r � ðqcpuTÞ ¼ r � kg þ cp

lt

PrT

� �
rT

� �
þ QT ð4Þ

where cp is the specific heat, kg is the conductivity, PrT is

the turbulence Prandtl number and QT is the heat source.

2.4 k - e two-equation turbulence model

The turbulence kinetic energy k and its rate of dissipation e
are governed by the following transport equations:

r � ðqkÞu¼r � lþ lt

rk

� �
rk

h i
þ ltPðuÞ � 2qk

3
r � u� qe

r � ðqeÞu¼r � lþ lt

re

� �
re

h i
þ Ce1e

k ltPðuÞ � 2qk
3
r � u

� 	
� Ce2qe2

k

8><
>:

ð5Þ

where PðuÞ ¼ ru : ½ruþðruÞT� � 2
3
ðr � uÞ2 and the eddy

viscosity coefficients are expressed as follows:

lt ¼
qClk2

e
ð6Þ

where rk, re, Ce1, Ce2, and Cl are empirical constants.

2.5 Boundary conditions

2.5.1 Logarithmic wall functions

Turbulence close to a solid wall is very different from

isotropic free-stream turbulence. This must be accounted

for in a proper model [20]. There are basically two

approaches to account for turbulent flow near solid walls.

The first approach, used for low-Reynolds-number turbu-

lence models, modifies the equations by additional terms

and factors that account for near-wall effects. In such a

case, the mesh must be refined near the wall to resolve the

viscous sublayer. Sometimes, this may require as many as

20–30 nodes, the solution for which is often difficult to

obtain by engineering calculation, so such methods are of

interest for moderate Reynolds numbers, where near-wall

resolution leads to a more reasonable number or elements.

In the second approach, which we have used, an empirical

relation between the value of velocity and wall friction

replaces the thin boundary layer near the wall. Such rela-

tions are known as wall functions and are accurate for high

Reynolds numbers and situations where pressure variations

along the wall are not very large. The difference in space

discretization is schematically depicted in Fig. 2.

Logarithmic wall functions applied to finite elements

assume that the computational domain begins a distance y

from the real wall, and they also assume that the flow is

Fig. 1 Methods for numerical simulation of turbulent flows (the

yellow-highlighted methods are those chosen for use in this study)
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parallel to the wall and that the velocity scale u� can be

described as follows:

u� ¼
ffiffiffiffiffiffiffiffiffiffi
sw=q

p
ð7Þ

where sw is the wall shear stress.

The following definition provides a velocity scale based

on the turbulence kinetic energy:

u� ¼ C
1
4
lk

1
2 ð8Þ

The definitions of u? and y? are then:

uþ ¼ u=u� ð9Þ

yþ ¼ yu�q=l ð10Þ

and the relationship between u? and dw
? can be described as

follows:

uþ ¼ 1

j
lnðyþÞ þ Cþ ð11Þ

Substituting Eqs. (8), (10) and (11) into Eq. (9), the

relationship between velocity and the distance y from the

real wall can be expressed as follows:

u ¼ 1

j
ln

qC
1
4
lk

1
2y

l

 !
þ Cþ

" #
C

1
4
lk

1
2 ð12Þ

With the near-wall velocity for high-Reynolds-number

turbulence solved, the next two remaining variables k and e
in this region can be solved as follows:

Because k is close to zero near a wall, the equation for

k can be solved with a zero-gradient wall boundary

condition.

Because e approaches infinity near a wall, an empirical

expression for e was used, which is given by the following:

e ¼
C3=4

l k3=2

jy
ð13Þ

2.5.2 Thermal wall function

The logarithmic wall function boundary condition for tur-

bulent flow is used to model the solid–air interfaces. An

algebraic relationship—the logarithmic wall function—

describes the momentum transfer at the solid–air interface.

This means that the solid–air boundaries in the model

actually represent lines within the logarithmic regions of

the boundary layers. As with the airflow velocity, the

temperature is not modeled in the innermost part of

the boundary layer. Instead of assuming continuity of the

temperature across the layer, a thermal ‘‘wall function’’ is

used. There is a jump in temperature from the solid surface

to the airflow due to the omitted innermost part of the

boundary layer. To obtain the thermal wall function, the

model uses two heat transfer application modes: one for

the solid and one for the air. These are connected through a

heat flux boundary condition, the thermal wall function.

This means that the resistance to heat transfer through the

innermost part of the boundary layer is related to that for

momentum transfer for the air. The heat flux, q, is deter-

mined from the following equation.

q ¼
qcpC1=4

l k1=2

Tþ
ðTs � TÞ ð14Þ

where q and cp are the air’s density and heat capacity,

respectively; Cl is a constant of the turbulence model; and

k is the value of the turbulent kinetic energy at the wall. Ts

is the temperature of the solid at the wall, while T is the

temperature of the air on the other side of the omitted

laminar sublayer. The dimensionless quantity T? = T?(y?)

is the dimensionless temperature and depends on the

dimensionless wall offset, y?. The relations are given in

Comsol as follows:

Tþ ¼
Pr yþ yþ\yþ1
15 Pr2=3�500=ðyþÞ2 yþ1 � yþ\yþ2
lnðyþÞPr=jþ b yþ � yþ2

8<
: ð15Þ

with the following definitions:

yþ1 ¼ 10
Pr1=3

yþ2 ¼ 10
ffiffiffiffiffiffiffiffiffiffiffi
10 j

PrT

q
b ¼ 15 Pr2=3� PrT

2j 1þ ln 1000 j
PrT

� �h i

8>><
>>:

ð16Þ

From Eq. (11), the CHTC can be obtained:

h ¼
qcpC1=4

l k1=2

Tþ
ð17Þ

RANS finite 
element

Node

Wall

Wall function 
element

y

Outer layer
(fully turbulent)

inner layer

(a) (b) 

Fig. 2 Different discretizations

of the computational domain

close to a wall. a Mesh for wall

function. b Mesh for low-

Reynolds-number turbulence

models
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The advantage of this method is that as long as

parameters for the turbulence model are determined, heat

flux between solid and air can be obtained without extra

testing and assumptions.

2.6 Numerical methods

Commercial finite element software, COMSOL Multi-

physics (version 4.2), was used in this study to implement

all of the models and for all of the numerical simulations.

The RANS models used the second-order upwind scheme

for all of the variables except pressure. The discretization

of pressure is based on a staggered scheme. The SIMPLE

algorithm is adopted to couple the pressure and momentum

equations. If the sum of the absolute normalized residuals

for all elements becomes less than 10-6 for energy and

10-3 for other variables, the solution is considered con-

verged. The adaptive FEM and the grid dependence of each

case are checked using two to four different grids to ensure

that grid resolution would not have a notable impact on the

results.

3 Thermal wall function method validation study

Figure 3 depicts the geometry modeled: a horizontal

stream of air cools a thin and infinitely wide horizontal

plate. The plate is at a uniform temperature at the bottom,

and the flow is turbulent. This is a well-studied case of

convection cooling that works well as a benchmark that

demonstrates the accuracy of the modeling methods.

The basis of the model for CFD calculation is shown in

Fig. 3, and the position x = 0 is the leading edge of the

heated part of the horizontal plate. The boundary condi-

tions are set as follows: the temperature of the plate is

120 �C; the upper limit is a symmetry boundary; the inlet

velocities of the left boundary are 1, 5, 10 and 20 m/s; the

temperature is 20 �C; and the right boundary is the exit

boundary. The CHTC between the airflow and the hori-

zontal plate is obtained by two methods for comparison.

One method adopts a thermal wall function, and the other

method adopts an empirical formula suggested by Bejan

[4], in which the CHTC is expressed as follows:

h ¼ k

L

� �
0:0296 Pr

0:38

Re0:8 ð18Þ

The other calculation parameters for CFD calculation

are shown in Table 1.

Figure 4 shows the local heat transfer coefficient as

determined empirically (solid) and with the thermal wall

function (dashed) for various inlet velocities. From this

figure, it can be observed that the model agrees well with

empirical data for low to intermediate inlet velocities.

However, at high inlet velocities, the results do not match

quite as well due to the model used for the flow, especially

at the leading edge of the plate. This is because the thermal

wall function is valid under certain conditions that depend

on the resolution, the velocity and the viscosity. For the

wall function to be an accurate approximation, y? for the

first internal node should be greater than 30 but less than

some upper limit dependent on the Reynolds number.

When the inlet velocity is 20 m/s or more, the mesh is a bit

too coarse for this case. As a consequence, the heat transfer

coefficient becomes less accurate. We can easily correct

this situation by making the mesh finer at the boundary at

the leading edge of the plate.

Figure 5 is the whole model of air and hot plate tem-

perature distribution when the wind speed is 20 m/s and the

air temperature is 20 �C. The heating effect of the hot

horizontal plate on the air can be observed clearly.

4 Turbulent flow in a cube cavity

4.1 Description

A classic anisothermal ventilated cavity laboratory exper-

iment was investigated by Blay et al. [5]. Although the

configuration is a laboratory model rather than a real-sized

room, the induced mixed convection flow inside this cavity

is representative of flow features found in real rooms and is

numerically very challenging, so the results were adopted

by many researchers [10, 32]. The experimental database

includes charts of the mean values of velocity, temperature

and turbulent kinetic energy in the mid-depth plane of the

cavity and is well suited for CFD code validation. Here we

use these experimental results to verify the validation of the

proposed model for simulating turbulent airflow including

solid–air thermal exchange.

The geometry of the experimental cavity is shown in

Fig. 6. The length, width and height of the cavity are

Inflow Outflow

Symmetry

Hot plate

1.0m0.1m

0.
2m

0.3m (0, 0)

originz

x
y

Fig. 3 Forced convection

cooling of a horizontal plate

Heat Mass Transfer (2013) 49:327–336 331

123



L = 1.04 m, W = 0.7 m, and H = 1.04 m, respectively.

Airflow blows into the experimental cavity from a thin inlet

slot with a height of hin = 0.018 m and a velocity of

uin = 0.57 m/s and a temperature Tin = 15 �C, and exits

through a thin slot with a height of hout = 0.024 m at the

opposite wall. The two slots extend through the whole

width of the cavity. The experimental cavity had a floor

heating system that kept the floor temperature at

Tf = 35 �C, while the temperature of the ceiling and the

two opposite lateral walls was maintained at Tw = 15 �C.

The corresponding Archimedes number Ar = 0.0036 and

the Reynolds number Re = 678. The turbulence intensity

IT is 6 %, and the turbulent length scale, LT, is 0.148.

Mesh properties are very important to accurate analysis

with the FEM. It is important to select a mesh that mini-

mizes errors in the quantities of interest. A smooth tangent-

hyperbolic law is applied for the distributions along the X,

Y and Z directions to refine the mesh near the walls as well

as inside the inlet and the outlet regions. The position of the

first inner grid point in the X direction is 1 9 10-3 in non-

dimensional units. In addition, an adaptive finite element

technology is adopted to obtain a sufficiently accurate

solution. This approach has been demonstrated to produce

very accurate and high-quality solutions to a wide variety

of problems [15, 17, 27, 30].

The boundary conditions are specified as follows:

Inlet boundary conditions:

u ¼ uin ¼ 0:57 m=s; k ¼ 3I2
T

�
2

� 
uin � uinð Þ;

e ¼ C0:75
l k3=2

.
LT; T ¼ Tin ¼ 15 	C

where uin is the inlet velocity, IT is the turbulence intensity

and LT is the turbulent length scale.

Adiabatic wall boundary conditions:

u ¼ 0; T ¼ 15 	C

Interfacial boundary conditions:

�n � kg þ cp

lt

PrT

� �
rT

� �
¼ hðTs � TÞ

h ¼
qcpC1=4

l k1=2

Tþ

Exit boundary conditions:

p ¼ patm;�n � kg þ cp

lt

PrT

� �
rT

� �
¼ 0

The values of the other parameters are given in Table 1.

4.2 Results

Based on the available experimental data, only the median

plane of the cavity (y = 0.35) will be considered. Blay

et al. measured the average velocity distribution with the

Table 1 Empirical parameters for the k - e model

Pr PrT Cl rk re Ce1 Ce2 j

0.7 1.0 0.09 1.0 1.3 1.44 1.92 0.42

0 0.2 0.4 0.6 0.8 1

0

50

100

150

200

250

C
H

T
C

1 m/s
5 m/s
10 m/s
20 m/s

1 m/s
5 m/s
10 m/s
20 m/s

X/m

Fig. 4 CHTC as determined empirically (solid) and with the model

(dashed) for various inlet velocities

Fig. 5 The temperature field at an inlet velocity of 20 m/s (unit: �C)

1.04mL =
0.7m

W
=

1.
02

2m
H

=

in 0.018mh =

out 0.024mh =

in 0.57U m s=

OutHot plane

z

x

y

Fig. 6 Schematic representation of the experimental cavity
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apparatus shown in Fig. 7a. With the turbulence model

proposed in this paper, the average velocity is calculated

using the FEM shown in Fig. 7b. The air transport model

results shown in the two figures are basically consistent.

Although the experimental results and the present k - e
model do not show recirculation, Chen [7] reported that

none of the five k - e models he tested was able to predict

recirculation. Zhang and Chen [32] observed recirculation

in the upper right corner and in the lower left corner of the

cavity. LES by Ezzouhri et al. [10] showed recirculation

cells in a counterclockwise rotation case. It is not clear

whether this is due to insufficiently fine measuring points

or due to the model used or due to insufficient resolution

near the wall. One explanation maybe that the wall

function approach gives reasonably accurate predictions

for the majority of high-Reynolds-number, wall-bounded

flows, but becomes less reliable when the flow conditions

depart from the ideal conditions underlying the wall

functions. For example, the standard wall functions do not

account for the effects of pressure gradients, nor for

departure from equilibrium, nor for massive transpiration

through the wall (blowing/suction). However, from the

latter study it can be observed that the proposed model

can simulate the experimental results exactly, and much

excellent research has been performed on the wall func-

tion approach [17]. Because no unified understanding is

available, it is difficult to identify the actual cause of the

discrepancies.

The velocity distribution obtained from the FEM is

shown in Fig. 8. From Fig. 8, it can be observed that air in

this model rotates under the action of inlet air. The air

velocity in the center and at the corners of the model is low.

However, the air velocity at the center of each side wall is

much higher. The temperature distribution obtained from

the FEM is shown in Fig. 9. From this figure, it is con-

cluded that the wind flow has a great influence on the

temperature distribution.

To present the distributions of wind velocity and tem-

perature in this model, the calculation results and mea-

surements of average velocity and temperature in different

sections at mid-width (y = 0.35) are shown in Figs. 10, 11,

12 and 13.

We compare the results obtained not only with the

experimental results [5] but also with the LES results from

the recent comparative study of different CFD approaches

conducted by Zhang and Chen [32]. They used the

FLUENT commercial code for their simulations and a

filtered dynamic subgrid-scale model (FDSM) approach for

their LES results on a 60 9 30 9 60 grid point mesh.

In addition, they used the Smagorinsky model (SM)

(CS = 0.16) for comparison. All of the results were used

for comparison in this study.

Figures 10 and 11 show that the present model and the

two subgrid-scale models yield very similar air velocity

profiles. The predicted velocity profiles agree reasonably

(a) (b)

Fig. 7 Average velocity vector

diagram. a The experiment

result. b The simulation result

Fig. 8 Velocity distribution (units: m/s)
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with the experimental data. However, some differences can

be observed between our results and those of Zhang and

Chen [32] in Figs. 11 and 12. Zhang and Chen [32] pre-

dicted a very narrow ceiling jet. Our results, on the other

hand, indicate a slight overprediction of the peak velocity

value. The calculated peak value of average velocity at the

surface of the side wall in the section with x = 0.52 m is

higher than the measured peak value. The main reason for

this phenomenon may be that the peak value was not

measured because of limitations on the sensor locations

and number.

From Figs. 12 and 13, it can be observed that the tem-

perature distribution and curve shape in certain sections in

the research results from our model and from Zhang and

Chen [32] are basically consistent with the measured

results. However, the calculated temperature at each point

in the model is approximately 1.7 K higher than the mea-

sured value, including the peak value of temperature.

Perhaps because in their analysis the computations did not

use a wall function for the solid boundaries, the models

may overpredict the heat transfer from the floor or under-

predict the heat transfer to the other walls, or the Prandtl

number of the subgrid scale may not be correctly modeled.

Because no detailed measurements on the heat transfer are

available, it is difficult to identify the actual cause of the

discrepancies. Using the calculation model and parameters

Fig. 9 Temperature distribution (units: �C)

Fig. 10 Velocity distribution at z = 0.52 m section

Fig. 11 Velocity distribution at x = 0.52 m section

Fig. 12 Temperature distribution at z = 0.52 m section
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from this study, the calculation results are consistent with

the measurement results, and these results were verified in

the research work of Ezzouhri et al. [10].

5 Conclusions and discussions

The main objective of this study was to investigate an

efficient CFD method to simulate the flow and convective

heat transfer process of airflow in a cold-region tunnel. The

computed results were compared with those of the FDSM,

the SM and the experimental data available from the lit-

erature. From the comparisons, that the following conclu-

sions are drawn:

• The thermal wall function results agree well with

empirical data for low to intermediate inlet velocities;

however, at high inlet velocities, the results do not

match quite as well, due to the flow model. It may be

possible to correct this situation by making the mesh

finer at the boundary.

• The proposed model with the standard k - e turbulence

model, wall function, thermal function and adaptive

FEM can predict the mean flow parameters, such as

mean air velocity and temperature, well.

• The purpose of this paper was to investigate an efficient

CFD method to simulate the flow and convective heat

transfer process of airflow in a cold-region tunnel, so

only the experimental condition was studied. Although

results for different Reynolds numbers were investi-

gated in previous research (e.g., [10]), we can do some

investigation of the same using our proposed model in

the future.
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